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Abstract

Many assignment systems require applicants to rank multi-attribute bundles (e.g., pro-
grams combining institution, major, and tuition). We study whether this reporting task
is inherently difficult and how reporting interfaces affect accuracy and welfare. In lab-
oratory experiments, we induce preferences over programs via utility over attributes,
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reporting interfaces for the direct serial dictatorship mechanism: (i) a full ranking over
programs; (ii) a lexicographic-nesting interface; and (iii) a weighted-attributes inter-
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that elicits a full ranking over programs but rewards pure accuracy rather than allo-
cation outcomes. Four main findings emerge. First, substantial misreporting occurs
even in the pure-accuracy baseline and increases with preference complexity. Second,
serial dictatorship induces additional mistakes consistent with misperceived incentives.
Third, simplified interfaces for the direct serial dictatorship fail to improve—and some-
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1 Introduction

Matching mechanisms allocate scarce resources across many domains—medical residencies,

school seats, public housing, organ donations, and limited appointment slots (Roth, 2002;

Abdulkadiroglu and Sönmez, 2003; Abdulkadiroğlu and Sönmez, 1999; Budish and Cantillon,

2012; Roth et al., 2004; Hakimov et al., 2021). A fundamental requirement of these mech-

anisms is that participants submit preference rankings over fully specified options.1 When

options are defined by multiple attributes, i.e., levels of various attributes uniquely define an

object (e.g., university × major × tuition), this seemingly simple task becomes cognitively

demanding, taxing attention, memory, and computation (Rees-Jones and Skowronek, 2018;

Milgrom, 2009, 2011). The burden is evident in practice: Chinese applicants rank hun-

dreds of institution–major bundles (Hu et al., 2025); U.S. Military Academy cadets evaluate

branch–service combinations (Greenberg et al., 2024; Sönmez, 2013); and bidders in com-

binatorial auctions assess packages with complementarities (Parkes, 2005; Kwasnica et al.,

2005; Sandholm and Boutilier, 2005). The question of how to elicit these complex preferences

accurately has received surprisingly little attention.

We address two central questions. First, is ranking multi-attribute options inherently dif-

ficult, and does this difficulty vary with preference structure? Second, do simplified reporting

interfaces—widely adopted in practice—actually help participants communicate their pref-

erences more accurately?

These questions matter because many real-world systems restrict how preferences can

be expressed, ostensibly to reduce cognitive burden. China’s college admissions system, for

example, uses a structured rank-order format that requires ranking universities first, then

within each university, ranking the majors offered by that institution. This nesting of majors

1Canonical mechanisms—Deferred Acceptance (Gale and Shapley, 1962; Balinski and Sönmez, 1999),
Random Serial Dictatorship (Abdulkadiroğlu and Sönmez, 1998; Pycia and Troyan, 2024), Top Trading
Cycles, and the Cumulative Offer Mechanism (Hatfield and Milgrom, 2005; Hatfield et al., 2020)—require
agents to submit rankings over fully specified options. Preferences in standard models are typically assumed
to be known, a few studies relax this assumption by allowing costly preference learning (Chen and He, 2021,
2022; Hakimov et al., 2023), while others allow for indecisiveness (Caspari and Khanna, 2025).
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under institutions effectively enforces lexicographic preferences (Hu et al., 2025).2 At the

U.S. Military Academy, Sönmez and Switzer (2013) proposed replacing the USMA-2006

mechanism with a more expressive alternative, but the Academy retained USMA-2006 to

avoid excessive reporting burden (Greenberg et al., 2024).3 Other simplification strategies

include bidding with artificial budgets (Budish, 2011; Budish and Kessler, 2022), constrained

choice sets (Haeringer and Klijn, 2009; Calsamiglia et al., 2010a; Huang and Zhang, 2025),

sequential menu choice (Bó and Hakimov, 2024; Mackenzie and Zhou, 2022), and AI-guided

elicitation (Soumalias et al., 2025). While these approaches reduce cognitive load, they may

restrict expressiveness and lower efficiency.

We study these questions in laboratory experiments with student subjects. Our experi-

mental design mimics a stylized college admissions setting where 27 participants are assigned

to 27 program seats. Each seat is defined by three attributes—university, field of study, and

tuition.4 Each attribute has three levels, yielding 3×3×3 = 27 distinct programs (bundles).

Students know the distribution from which exam scores are drawn, and their exam scores,

and allocations are determined by Serial Dictatorship in most treatments. We independently

vary (i) the complexity of preferences over attributes and (ii) the interface used to report

preferences.

Our design has three innovations. First, unlike most matching experiments, we do not

assign ordinal preferences directly.5 Instead, each participant is given a utility function

that maps attribute profiles into utility scores. These scores define ordinal rankings over

2As of January 2025, 23 of 31 provinces maintain this format. Appendix B shows sample forms from
Fujian and Shanghai.

3Greenberg et al. (2024) write “While this (Sönmez and Switzer, 2013) proposal had desirable theoretical
properties, it required a more complex strategy space in which cadets have to rank branches and contractual
terms (also referred to as prices) jointly. Under the USMA-2006 mechanism, cadets only rank branches
and separately indicate their willingness to BRADSO for any branch. The Army considered the existing
strategy space manageable compared to a more complex alternative and kept the USMA-2006 mechanism
in the intervening years.”

4Tuition is a relevant attribute in systems where the same seat may be offered with or without tuition,
such as in Israel and Hungary (Hassidim et al., 2021; Shorrer and Sóvágó, 2023).

5An exception is Budish and Kessler (2022), where participants express home grown preferences, and
the preference information is elicited through a series of binary choices. Also, Kloosterman and Troyan
(2023) who use real objects, while Guillen and Hakimov (2018) run a field experiment with real preferences
of students over topics.
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programs, and payoffs depend on the rank of the assigned program. This allows us to ma-

nipulate complexity of preferences over attributes exogenously6—ranging from lexicographic

(LEX), to additive separable (SEP), to non-separable with complementarities (COMP).7

This treatment dimension captures cognitive challenges in forming and articulating prefer-

ences.

Second, to separate cognitive barriers to truthful reporting from incentive-driven mis-

reporting in a strategy-proof mechanism, we include a baseline treatment (ACCURACY).

Here, participants are rewarded for reporting true rankings of 27 bundles, but no allocation

takes place. This provides a measure of pure reporting frictions, abstracting from strategic

incentives.

Third, we vary reporting interfaces, i.e., how preferences are communicated to the Serial

Dictatorship mechanism. In the direct interface (SD-DIRECT), participants submit a full

ranking over all 27 bundles. The lexicographic interface (SD-LEX) asks participants to

rank each attribute separately8 and constructs full bundle rankings for Serial Dictatorship

assuming lexicographic preferences (university ≻ field ≻ tuition). This mirrors systems like

China’s, where the lexicographic structure over attributes is exogenously imposed: it fits

lexicographic preferences exactly but distorts rankings when preferences are more complex.

A third interface (SD-WEIGHT) also asks participants to rank attributes separately, but

allows weights across attributes.9 Expressiveness differs across interfaces.10

6It also reduces experimenter demand effect, since participants cannot simply copy pre-filled preference
tables to be truthful.

7In LEX, university is the most important attribute, dominating field of study, which in turn dominates
tuition; that is, any program in the top-ranked university is preferred to any program in the second-ranked
university, and so on. In SEP, no attribute dominates: each attribute enters with a weight, and the program
score increases linearly in the values of the three attributes. In COMP, in addition to attribute weights,
there is a complementarity term between field of study and tuition, so the relationship between program
scores and attributes is no longer linear.

8Under SD-LEX, participants rank the three universities, the three fields, and the three tuition levels
separately, instead of submitting a single 27-item ranking required in SD-DIRECT.

9Participants rank three rankings of three items as in SD-LEX, but additionally specify a weight for each
of the attributes.

10In this context, expressiveness refers to the ability of a reporting interface to accurately represent all
possible preference orderings over the available options. A fully expressive interface allows participants to
communicate any ranking of the 27 programs. An interface has limited expressiveness when certain preference
orderings cannot be accurately represented through that format.
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Under LEX preferences, all three interfaces (SD-LEX, SD-WEIGHT, and SD-DIRECT)

are fully expressive; under COMP and SEP, neither SD-LEX nor SD-WEIGHT is fully

expressive.11 Thus, while SD-LEX and SD-WEIGHT reduce the burden of submitting a full

27-item ranking, they necessarily introduce misspecification under more complex preference

structures, where attribute trade-offs cannot be represented by lexicographic or weighted-

attribute aggregation.12

Additionally, we study a mechanism that changes both interface and strategy space

relative to SD-DIRECT: sequential serial dictatorship (SD-CHOICE). Here, each participant

chooses her most preferred available option at the stage of allocation when she is on top of

priority. SD-CHOICE requires no full ranking and is obviously strategy-proof (Li, 2017; Pycia

and Troyan, 2023). It thus serves dual roles—as a simpler interface and as a mechanism with

stronger incentive properties. Comparing SD-CHOICE to SD-DIRECT isolates gains from

obvious strategy-proofness, while comparing SD-CHOICE to ACCURACY tests whether it

eliminates all strategic misreporting and whether its simplified interface can even outperform

the benchmark of pure accuracy.

We conducted the experiment with 810 university students, randomly assigned across

treatments. Preference complexity was varied within subjects, while reporting interfaces and

mechanisms were varied between subjects. Each session included 12 repeated rounds covering

the different complexities in random order. Depending on the treatment, participants’ final

payoffs were determined either by the outcomes of the resulting allocations of SD or by the

accuracy of their reported preferences (ACCURACY).

Our results yield five main findings. First, in ACCURACY, with no strategic incentives,

11Initially, we hypothesized that SD-WEIGHT would be fully expressive under SEP preferences, since
SEP involves additive utilities across attributes and SD-WEIGHT allows participants to assign importance
weights to different attributes. However, SD-WEIGHT cannot represent all possible SEP preferences because
the attribute values in our setting are not uniformly spaced. The SD-WEIGHT interface implicitly assumes
uniform spacing between ranked items within each attribute, but when actual attribute values have non-
uniform gaps, the weighted sum of ranks cannot capture all possible additive utility functions that SEP
preferences allow.

12Thus, practical relevance of SD-LEX and SD-WEIGHT depends not only on how they match underlying
preferences, but also on how high are the behavioral benefits of simplified reporting relative to SD-DIRECT.
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participants frequently misreport their preferences, and misreporting increases with pref-

erence complexity.13 Reporting accuracy is significantly higher in ACCURACY-LEX than

in ACCURACY-SEP or ACCURACY-COMP. This highlights that ordinal reporting over

many alternatives is cognitively demanding, especially when attribute-based preferences are

complex. The negative effect of complexity on truth-telling is replicated across all other

treatments (SD-DIRECT, SD-LEX, SD-WEIGHT, SD-CHOICE).

Second, in the direct Serial Dictatorship treatments (SD-DIRECT-LEX, SD-DIRECT-

SEP, SD-DIRECT-COMP), misreporting is widespread and often consistent with misper-

ceived strategic incentives. Error rates are significantly higher than in the corresponding

ACCURACY treatments, where no mechanism incentives are present. This complements

earlier evidence on misreporting in the serial dictatorship mechanism (Li, 2017; Bó and

Hakimov, 2024), showing that it is likely driven by misperceived incentives, and not solely

by noise or by complexity of reporting the long rank-order list.

Third, simplifications in the reporting language (SD-LEX and SD-WEIGHT) do not im-

prove accuracy of reporting. These reporting interfaces require three separate rankings (over

universities, fields, and tuition levels) instead of a full ranking of 27 bundles. Yet overall the

accuracy of reporting is significantly lower than in SD-DIRECT. Even under lexicographic

preferences, SD-LEX does not outperform SD-DIRECT (accuracy rates are statistically in-

distinguishable between SD-LEX-LEX and SD-DIRECT-LEX, and significantly lower in

SD-WEIGHT-LEX). Simplification thus fails to improve accuracy, even when the reporting

interface matches the underlying preference structure.

Fourth, the sequential version of Serial Dictatorship (SD-CHOICE) performs best across

all metrics. SD-CHOICE yields higher reporting accuracy than even the ACCURACY

benchmark, particularly under complex preferences. This striking result suggests that SD-

CHOICE improves outcomes not only because of stronger incentive properties, but also

13We use two measures of accuracy. One is choice accuracy that is a dummy for choosing/ranking the
best program among the programs available to them when it is their turn to choose or be allocated an item.
Second is the the Kendall–Tau distance between the submitted and true rankings of 27 programs.
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because it changes the reporting interface. By eliminating full rankings and reducing par-

ticipants’ tasks to a single choice among remaining options, SD-CHOICE lowers cognitive

demands. Its success therefore reflects both strategic simplicity (obvious strategy-proofness)

and reporting interface simplification.

Finally, reporting accuracy translates into economically meaningful outcomes. Treat-

ments with higher truthfulness generate more efficient and fair allocations, as reflected in

lower justified envy and smaller efficiency losses. Misreporting is thus not confined to irrele-

vant parts of preference lists, but arises in consequential parts that directly affect allocations.

Overall, our findings highlight the challenges of accurately reporting multi-attribute pref-

erences and show how complexity interacts with cognitive and strategic factors to gener-

ate misreporting. Sequential Serial Dictatorship (SD-CHOICE) delivers the strongest per-

formance, combining strategic simplicity with a cognitively simple interface. When SD-

CHOICE is not feasible, our evidence favors standard reporting over bundles rather than

simplified formats—such as those used in practice in China—which fail to improve accuracy

even when aligned with underlying preferences.

Literature. This paper relates to four strands of research. First, work on the costs of

eliciting multi-attribute preferences shows that rich reporting is hard both technologically

and cognitively. Compte and Jehiel (2004) formalize limits to communication and elicitation

when preferences are high-dimensional. In combinatorial environments, Parkes (2005) shows

how package structure and complementarities strain elicitation and computation. From a

behavioral angle, Milgrom (2009, 2011) argue that multi-attribute trade-offs tax attention

and working memory, predicting systematic error and heuristic reporting. In large-scale

course allocation, Budish (2011) introduces an approximate competitive equilibrium mecha-

nism (A-CEEI) that requires bidding for courses with fake money instead of ranking course

bundles, and Budish and Kessler (2022) document that participants can communicate pref-

erences accurately enough to realize the efficiency and fairness benefits of A-CEEI. But

preference-reporting mistakes are common and meaningfully harm mechanism performance.
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Sönmez and Ünver (2010) provide further evidence that course-assignment environments in-

duce nontrivial reporting frictions. We build on this strand by separating the complexity

of underlying preferences from the complexity of the reporting task and by benchmarking

reports against a known ground truth.

Second, a growing literature documents misreporting under strategy-proof mechanisms

and analyzes its sources both in the lab and in the field (Chen and Sönmez, 2006; Hakimov

and Kübler, 2021; Rees-Jones and Shorrer, 2023). Using residency data, Rees-Jones (2018)

show sizable deviations from truth-telling in dominant-strategy environments; Hassidim et al.

(2021); Chen and Pereyra (2019); Shorrer and Sóvágó (2024) demonstrate that even well-

incentivized centralized procedures exhibit systematic non-truthful play. Another line of

papers tries to rationalize reasons behind the deviations, such as reference dependence, rank

utility, disappointment aversion, and others (Dreyfuss et al., 2022; Chen et al., 2024; Meisner

and Von Wangenheim, 2023; Meisner, 2023; Kloosterman and Troyan, 2023). Gonczarowski

et al. (2023, 2024) demonstrate that the way mechanisms are explained—particularly whether

strategy-proofness is made salient—can significantly affect behavior. Similarly, Katuščák

and Kittsteiner (2024) show that simplifying the explanation of strategy-proof mechanisms

increases truthful reporting. Finally, Guillen and Veszteg (2021) caution that lab estimates

of truth-telling may be inflated due to experimenter demand effects, where participants

conform to perceived expectations. Our contribution is to show that these deviations are

not mere noise: holding the choice set fixed, misreporting rises with preference complexity;

holding complexity fixed, misreporting is higher under direct serial dictatorship than in a

non-allocative accuracy benchmark, consistent with misperceived incentives rather than list

length alone.

Third, studies compare sequential (iterative) to direct implementations and quantify the

role of menu size and feedback. In the lab, Klijn et al. (2019); Bó and Hakimov (2020)

find that iterative deferred acceptance improves stability and welfare relative to direct sub-

missions; Mackenzie and Zhou (2022); Bó and Hakimov (2024) show theoretically and in
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experiments that staging choices raises truthful play and assignment quality; and Haeringer

and Iehlé (2021) analyze iterative designs that simplify participation. Stephenson (2022)

shows that real-time assignment feedback during reporting increases equilibrium behavior in

school choice. Dur et al. (2021) analyze sequential Boston mechanisms, finding similar im-

provements in participant outcomes. In higher-education admissions, Hakimov et al. (2023)

show that sequential serial dictatorship facilitates information acquisition about preferences,

and Grenet et al. (2022) in the field show importance of a dynamic multi-offer mechanism

used in Germany for preference formation. Gong and Liang (2024) provide theory and ex-

periment for a dynamic admissions mechanism that achieves efficient and stable outcomes

under mild conditions. On incentives, Li (2017) establish that a sequential version of Ran-

dom Priority is obviously strategy-proof, and Pycia and Troyan (2023) develop a broader

simplicity framework clarifying why shrinking menus reduce incentive misperception. We

contribute to this literature by again documenting superior performance of the sequential

serial dictatorship mechanism, but showing that part of the performance is driven by a

simpler interface—menus—rather than just stronger incentives.

Finally, platforms often restrict the message space to ease reporting, trading expressive-

ness for lower burden. One example is constrained lists, which are prevalent in practice

worldwide, despite clear theoretical and experimental evidence that they harm incentives

(Haeringer and Klijn, 2009; Calsamiglia et al., 2010b). In practice, lexicographic formats

are used to structure reporting: Hu et al. (2025) document institution–major submission

in China, while Greenberg et al. (2024) describe a minimalist redesign for Army branching

that limits what must be reported to meet policy goals. Alternative simplifications include

budget-based inputs for course allocation (Budish, 2011; Budish and Kessler, 2022). Our ex-

periments quantify the trade-off: attribute-based simplifications (lexicographic and weighted

attributes) do not improve accuracy even when they match the preference domain.

The remainder of the paper proceeds as follows. Section 2 details our experimental

design and procedures. Section 3 presents the key findings across reporting languages and
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preference structures. Section 4 concludes and offers implications for the design of multi-

attribute matching mechanisms.

2 Experiment Design and Behavioral Hypotheses

2.1 Environment

2.1.1 Admissions Scenario

In each round, participants acted as applicants in a simulated college admissions market.

Each market consisted of 27 students and 27 programs, with one seat per program. Pro-

grams were defined by three attributes: university prestige, field of study, and tuition. At-

tribute values were fixed as follows: prestige points were 500 (University A), 200 (University

B), and 600 (University C); tuition points were 0 (no tuition), 250 (half tuition), and 500

(full tuition); field-of-study points were {300, 500, 700}, with Economics, Finance, and Law

randomly assigned to these values each market.

Each participant received a preference-score formula (utility function) mapping attribute

values into scores for every program. Higher scores implied higher positions in the partic-

ipant’s induced ordinal ranking. An on-screen calculator allowed participants to compute

scores for any program. Our design replaces per-seat monetary payoffs with these formulas:

scores induce the participant’s true ordinal ranking, and payoffs depend only on the rank of

the assigned program, not on cardinal scores.14 This ensures comparable incentives across

treatments and rounds and allows us to vary preference complexity while abstracting from

strategic motives.

14We avoid usual assignment of payoffs to each program, as the reporting even long rankings become
trivial and does not allow us to change complexity of preferences. These reasons are similar to discussion of
Budish and Kessler (2022) on the unsuitability of inducing preferences in a format immediately reportable to
the mechanism. However, we deliberately adopt the approach that is criticized by Budish and Kessler (2022):
one “language” assigns incentives (utility formulas), and participants must translate it into the reporting
language of the mechanism. While we agree with the general criticism, this serves our purpose: it allows
us to separate the complexity of inducing preferences from the complexity of reporting them, while holding
preferences fixed.
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In the SD-DIRECT, SD-WEIGHT, and SD-LEX treatments, priorities were determined

by exam marks (uniformly drawn without replacement from {0, . . . , 100} to avoid ties).

Participants knew their own mark but not others’. In SD-CHOICE, priorities were revealed

sequentially as participants were called to act in order. In ACCURACY, no priority order

was used as there is no assignment. Each session consisted of 12 rounds, with new preference

formulas and marks each round.

2.1.2 Mechanisms

In SD-DIRECT, SD-WEIGHT, and SD-LEX, programs were allocated via standard serial

dictatorship. The mechanism uses the ranked ordered lists of programs by participants as

an input. The participant with the highest mark received their top ranked program. The

participants with the second highest mark received the top ranked program among available,

and so on.

In SD-CHOICE, we implemented sequential serial dictatorship. Participants did not

submit rankings; instead, the student with the highest priority selected their most preferred

program among all programs, then the students with the second-highest mark selected a

program from the remaining ones, and so forth.15

In ACCURACY, no allocation took place. Participants were rewarded purely for re-

porting rankings that matched their true preferences. Accuracy was measured using the

normalized Kendall distance, the fraction of discordant pairs between the reported and true

rankings:

Kendall distance =
number of discordant pairs

total number of pairs
.

The measure ranges from 0 (identical rankings) to 1 (complete reversal).16

15To keep 12 rounds while minimizing time, we ran them in parallel. Conceptually, there were 12 in-
dependent admissions processes. Each of 27 “turns” advanced all 12 processes by one pick: we randomly
selected 12 participants (one per process) to choose in the current turn while the other 15 waited. After 27
turns, all 12 processes were complete and each participant had made exactly one choice in each process.

16Example: Ranking 1 is A,B,C,D; Ranking 2 is B,A,D,C. The discordant pairs are (A,B) and (C,D),
so there are 2 discordances out of

(
4
2

)
= 6 possible pairs, giving a normalized Kendall distance of 2/6 = 0.333.
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2.1.3 Payoffs

In all treatments, one of the 12 rounds was randomly selected for payment. In all treatments

except ACCURACY, participants received CNY 160 if assigned their truly most-preferred

program (based on their induced preference formula), CNY 155 for their true second-ranked

program, and so on, decreasing by CNY 5 per rank to CNY 30 for the least-preferred

program.17 In ACCURACY, the payoff was

Payoff = 160×
(
1−Kendall distance

)
,

so closer agreement with the true ranking yielded higher earnings.

2.2 Treatment Variations

We implement a 3×5 design combining three levels of preference complexity with five report-

ing interfaces/mechanisms. Preference complexity varies within subjects across rounds; the

reporting interface/mechanism varies between subjects. We now describe both dimensions.

2.2.1 Complexity of Preferences

Participants faced three preference domains induced by preference-score formulas. Let

U ∈ {200, 500, 600} denote university prestige points, F ∈ {300, 500, 700} field-of-study

points (major-to-points mapping randomized each market), and T ∈ {0, 250, 500} tuition

points (higher T means higher tuition). For each subject and round, coefficients are drawn

independently and uniformly from the indicated intervals.

1. Lexicographic (LEX). Scores are

s = aU + b F − c T, a ∈ [90, 110], b ∈ [9, 11], c ∈ [0.9, 1.1].

17Participants received a payoff table in the instructions (Appendix C).
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The order-of-magnitude separation of coefficients enforces the lexicographic priority

U ≻ F ≻ −T on the feasible attribute ranges, so differences in U dominate any

differences in F or T , and differences in F dominate T .

2. Additively separable (SEP). Scores are

s = aU + b F − c T, a, b, c ∈ [30, 40],

so attributes carry comparable weights and trade-offs must be computed across all

three dimensions.

3. Non-separable with complementarities (COMP). Scores are

s = aU + b F − c T + dU · T, a, b, c ∈ [30, 40], d ∈ [−5, 5],

introducing an interaction between prestige and tuition. Positive d weakens the tu-

ition penalty at high-prestige universities (willingness to pay for prestige); negative d

strengthens it.

The 12 rounds are organized into four blocks of three rounds (except in SD-CHOICE due

to the parallel implementation described above). In the first three rounds, participants face

all three preference types (LEX, SEP, COMP), one per round in random order. In the next

three rounds, they again face all three preference types in a different random order, and this

pattern continues for the subsequent two blocks of three rounds. The block design allows for

a balance of experience across preference domains.

2.2.2 Preference Reporting Languages

1. SD-DIRECT. After observing their exam mark, participants submit a full ranking

of the 27 programs.
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2. SD-WEIGHT. Participants rank each attribute (university, field of study, tuition)

separately and report attribute weights in [0, 100]. A composite “points” index is

computed and minimized to produce the implied ranking of 27 programs.18

3. SD-LEX. Participants rank each attribute separately; the ranking of 27 programs is

constructed by imposing a lexicographic structure with university ≻ field ≻ tuition.19

4. SD-CHOICE. Participants act in order of priority. When called, a participant ob-

serves the remaining programs and selects one.20

5. ACCURACY. No allocation occurs. Participants submit a ranking of the 27 pro-

grams and are paid based on the (normalized) Kendall distance between their submit-

ted and true rankings.

2.3 Procedures

We ran the experiments at Wuhan University’s Research Center for Behavioral Science dur-

ing 2024–2025 with 810 Wuhan University students. Table 1 summarizes the sessions by

treatment. For each treatment, we conducted six sessions with 27 participants each (one

independent matching group per session), yielding 162 participants per treatment. Par-

ticipants were randomly assigned to one treatment and took part in only that treatment.

Payments were made privately by transfer at the end of the session.

18Displayed to participants:

Points = rank(U)× wU + rank(F )× wF + rank(T )× wT .

Lower points imply a higher bundle rank. Example: if U=A, F=Economics, T=No tuition are ranked first,
and Finance is ranked second for F , with (wU , wF , wT ) = (50, 20, 70), then [A,Economics,No tuition] has
1× 50 + 1× 20 + 1× 70 = 140, whereas [A,Finance,No tuition] has 1× 50 + 2× 20 + 1× 70 = 160.

19Displayed to participants:

Points = 100× rank(U) + 10× rank(F ) + 1× rank(T ).

Lower points imply a higher bundle rank. Example: if U=A, F=Economics, T=No tuition are ranked first,
and Finance is ranked second for F , then [A,Economics,No tuition] has 1×100+1×10+1×1 = 111, while
[A,Finance,No tuition] has 1× 100 + 2× 10 + 1× 1 = 121.

20Participants were allowed to submit an empty choice; doing so yielded zero payoff for that round.
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Table 1: Experimental Design

Treatment Participants Sessions Reporting Interface Allocation Mechanism

ACCURACY 162 6 Full ranking None; incentivized truthful reporting

SD-DIRECT 162 6 Full ranking Serial Dictatorship

SD-WEIGHT 162 6 Attribute rankings + weights Serial Dictatorship

SD-LEX 162 6 Attribute rankings Serial Dictatorship

SD-CHOICE 162 6 Pick when called Sequential Serial Dictatorship

At the beginning of each session, the 27 participants were given the written experimental

instructions, allowing them to follow along as the experimenters read the instructions aloud.

The instructions described the environment, allocation procedures, and payoffs. For each

round a countdown timer limited reporting time: 3 minutes per round in SD-CHOICE and 8

minutes per round in all other treatments. Sessions lasted on average 112 minutes. Average

earnings were CNY 113.65 with no show-up fee, above typical payments in China.

2.4 Behavioral Hypotheses

We test how preference complexity and the reporting interface/mechanism affect reporting

accuracy and allocation outcomes.

To simplify exposition, we first introduce some notations.

Let T = {ACCURACY, SD-DIRECT, SD-LEX, SD-WEIGHT, SD-CHOICE} be the between-

subjects treatments and D = {LEX, SEP,COMP} the preference domains. For t ∈ T and

d ∈ D, write Acc(t, d) for expected reporting accuracy.

First, we hypothesize that the complexity of preferences hurts outcomes. Prior work

shows that higher task complexity raises errors (Kahneman, 2003; Gigerenzer and Kahneman,

2008); non-separabilities increase comparison difficulty (Milgrom, 2009, 2011); and preference

reporting can be costly (Parkes, 2005; Budish and Kessler, 2022; Sönmez and Ünver, 2010).

Behavioral Hypothesis 1 (Complexity decreases reporting accuracy across all treatments).

Fix any between-subjects treatment t ∈ T . Reporting accuracy declines with preference com-
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plexity:

Acc(t,LEX) > Acc(t, SEP) > Acc(t,COMP).

Second, we hypothesize that rates of misreporting in the direct serial dictatorship mech-

anism are higher than in the ACCURACY treatment. This would point to the fact that

previously documented misreporting in serial dictatorship is nonrandom and consistent with

misperceived incentives, because ACCURACY removes strategic considerations.

Behavioral Hypothesis 2 (Incentive misperception under direct serial dictatorship). For

each preference domain d ∈ D,

Acc(ACCURACY, d) > Acc(SD-DIRECT, d).

Third, we hypothesize that simplified reporting interfaces increase accuracy when they

allow underlying preferences to be reported correctly (for example, SD-LEX for lexicographic

preferences), and lower it otherwise, as approximation error offsets reduced input burden.

This is in line with Milgrom (2009, 2011), who emphasize that carefully simplifying the

message space can relieve cognitive stress, but only if it does not overly constrain one’s

ability to convey true preferences.

Behavioral Hypothesis 3 (Attribute-based simplifications improve accuracy in LEX but

not in SEP and COMP). For the LEX domain and treatment t ∈ {SD-LEX, SD-WEIGHT},

Acc(t,LEX) ≥ Acc(SD-DIRECT, LEX),

for domain d ∈ {SEP,COMP} and treatment t ∈ {SD-LEX, SD-WEIGHT},

Acc(t, d) ≤ Acc(SD-DIRECT, d).

Fourth, SD-CHOICE simplifies both incentives—making the mechanism obviously strategy-
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proof—and the reporting interface by narrowing the active choice set (Li, 2017; Pycia and

Troyan, 2023; Chernev et al., 2015). Thus, we expect improvements not only over the treat-

ments with direct serial dictatorship (consistent with the effect of obvious strategy-proofness)

but also over ACCURACY, which would be driven by a simpler reporting language.

Behavioral Hypothesis 4 (SD-CHOICE improves accuracy over all other treatments).

For each domain d ∈ D,

Acc(SD-CHOICE, d) > Acc(SD-DIRECT, d); Acc(SD-CHOICE, d) ≥ Acc(ACCURACY, d).

Finally, while all hypotheses are formulated about accuracy, we also analyze efficiency

and justified envy of the resulting allocations in Section 3.5. We expect deviations from

accurate reporting to occur in parts of the preference ranking that matter for allocation

given priorities. Accordingly, treatment differences in reporting accuracy should lead to

analogous differences in efficiency and justified envy.

3 Results

Unless stated otherwise, statistical significance is assessed at the 5% level. For pairwise

treatment comparisons, we report p-values on treatment coefficients from regressions run on

the relevant two-treatment subsample, with standard errors clustered at the matching-group

level.

3.1 Preference complexity and reporting accuracy

We use two measures of reporting accuracy. The first, choice accuracy, evaluates whether

a participant ultimately receives her most-preferred program (by the true ranking) among

the seats available at her turn. This measure enables a fair comparison between direct

mechanisms and SD-CHOICE. In ACCURACY, there is no allocation; to create comparable
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choice sets, we simulate Random Priority markets using participants’ reported preferences:

in each market we draw a random priority order without replacement and allocate by serial

dictatorship, repeating this 100 times and averaging at the market level.21 Formally, choice

accuracy equals one if the participant’s top-ranked reported program among the available

set coincides with her top-ranked true program among that set.

A potential concern is that choice accuracy may downweight errors that occur by low-

priority participants. We therefore also report a cardinal measure of deviation from truthful

reporting that ignores priority: the normalized Kendall distance between the submitted and

true rankings over all 27 items, taking values in [0, 1] (0 = identical; 1 = complete reversal).22

Note that Kendall Distance cannot be calculated in SD-CHOICE, as we observe only one

choice per participant.

Table 2: Summary Table: Reporting Accuracy

Treatments
Choice Accuracy (%) Kendall Distance

Overall LEX SEP COMP Overall LEX SEP COMP

ACCURACY 76.72 92.00 67.77 70.38 0.11 0.04 0.13 0.17

SD-DIRECT 55.76 63.89 49.54 53.86 0.37 0.23 0.46 0.41

SD-WEIGHT 49.85 57.56 46.76 45.22 0.42 0.29 0.49 0.48

SD-LEX 47.84 65.43 40.28 37.81 0.39 0.20 0.50 0.47

SD-CHOICE 84.26 91.67 85.65 75.46 × × × ×
Notes: Choice Accuracy is the market-level average share of participants who, at their turn,
select the highest-ranked available program by their reported ranking; 27 participants per
market; 72 markets per treatment. Kendall Distance is the average normalized Kendall (tau)
distance between a participant’s reported and true rankings. Kendall distance is not defined
for SD-CHOICE because no full ranking is elicited.

21For each market of 27 participants, we run 100 independent simulations. In each, we draw a unique
priority order (1–27) without replacement and allocate via Random Priority under reported preferences. For
a given participant and simulation, choice accuracy equals 1 if her top reported program among the available
seats at her turn matches her top true program among those same available seats. We then average within
market.

22An alternative and more typical measure would be a dummy for submitting the exact truthful ranked
list. In typical experiments with short lists (e.g., up to eight items; see Hakimov and Kübler (2021)) this is
informative. In our setting with 27 items, exact truth-telling is rare, so a dummy would discard too much
information; moreover, it is by design that it can only be zero in SD-WEIGHT and SD-LEX under SEP and
COMP, where interfaces do not allow for exactly truthful full rankings.
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As Table 2 shows (columns 2–5 under “Choice Accuracy”), LEX preferences yield the

highest accuracy across all treatments, with differences relative to SEP and COMP significant

at p < 0.01. For example, in ACCURACY, choice accuracy is 92.00% in LEX but only

67.77% in SEP and 70.38% in COMP. The same pattern appears in Kendall distance: in

every treatment where Kendall distance is defined, LEX has the lowest distance, significantly

below SEP and COMP (p < 0.01). Nonparametric tests at the market level (Kruskal–Wallis)

also reject equality across preference domains (p < 0.01).

By contrast, the ranking between SEP and COMP is not systematic and depends on the

reporting interface. Choice accuracy and Kendall distance occasionally disagree on which of

SEP or COMP performs better. Overall, we do not reject equality between SEP and COMP.

Table 3 confirms these patterns. In columns (2) and (4), the COMP dummy is sizeable

and highly significant (p < 0.01), indicating larger Kendall distances and a lower probability

of choosing the correct program. LEX, the simplest domain, consistently yields the highest

accuracy (and lowest Kendall distance). There is no significant difference between SEP and

COMP coefficients.

Thus, Hypothesis 1 is partially supported: LEX generates the most accurate reporting,

but there is no robust additional decrease in accuracy from SEP to COMP. One interpretation

is that SEP already imposes sufficient computational burden to trigger substantial errors, so

further nonseparabilities in COMP do not produce a clear, incremental drop in accuracy.23

Result 1 (Complexity-induced misreporting). As preference complexity increases—from lex-

icographic to separable or nonseparable—choice accuracy decreases and Kendall distance in-

creases significantly. We find no robust statistical difference between SEP and COMP.

23LEX is the only domain that can often be resolved without extensive calculator use or cross-attribute
computations. Under SEP and COMP, subjects must rely on on-screen calculations and documentation of
scores for many programs; this likely depresses accuracy in both domains. While COMP is theoretically more
complex, the calculator may attenuate the incremental difficulty relative to SEP, yielding similar accuracy.
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Table 3: Choice Accuracy and Kendall Distance Regressions

Choice Accuracy Kendall Distance

(1) (2) (3) (4)

Treatment:

SD-DIRECT -0.207∗∗∗ -0.207∗∗∗ 0.254∗∗∗ 0.254∗∗∗

(0.023) (0.023) (0.007) (0.008)

SD-WEIGHT -0.267∗∗∗ -0.267∗∗∗ 0.306∗∗∗ 0.306∗∗∗

(0.013) (0.013) (0.007) (0.007)

SD-LEX -0.288∗∗∗ -0.288∗∗∗ 0.275∗∗∗ 0.275∗∗∗

(0.012) (0.012) (0.008) (0.008)

SD-CHOICE 0.075∗∗∗ 0.075∗∗∗

(0.014) (0.014)

Pref. Type:

SEP -0.169∗∗∗ 0.206∗∗∗

(0.017) (0.016)

COMP -0.176∗∗∗ 0.194∗∗∗

(0.017) (0.011)

Constant 0.114∗∗∗ -0.019∗

(0.006) (0.010)

Observations 9720 9720 7774 7774

Notes: Mixed effects regressions. Choice Accuracy is a dummy, which equals to 1 if
a participant selected the highest-ranked available program (out of programs remaining
after higher-ranked participants have made their selections) based on their reported rank-
ing, and 0 otherwise. Kendall Distance represents the proportion of discordant pairs in
a participant’s reported ranking list compared to her true preferences, ranging from 0 to
1. Choice accuracy effects expressed in marginal effects from logistic mixed effects regres-
sions. The baseline preference type is LEX. The baseline treatment is ACCURACY. For
ACCURACY treatment, data from only the first simulation is used (this does not affect
the results). Standard errors in parentheses cluster by matching group, * p < 0.1, **
p < 0.05, *** p < 0.01.
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3.2 Incentive misperception under direct serial dictatorship

We compare ACCURACY to SD-DIRECT to isolate the role of incentive misperception in

the serial dictatorship mechanism. The two treatments use the same reporting task (a full

rank-order list) and the same induced preferences; ACCURACY removes mechanism incen-

tives incentivizing only truthful reporting. We refer to the gap in accuracy between these

treatments as strategic misreporting—a composite of incentive-related forces (e.g., misper-

ceived incentives, reference dependence, rank utility, disappointment aversion). Importantly,

this gap is not attributable to list-length burden, preference complexity or demand effect,

which are held fixed across the two treatments.

As shown in Table 2, overall choice accuracy in SD-DIRECT is 55.76% versus 76.72% in

ACCURACY, a 21 percentage point difference. The gap is significant overall and within each

preference domain (p < 0.01). Thus, while complexity of reporting contributes to errors in

both treatments, SD-DIRECT exhibits substantial additional misreporting consistent with

strategic misreporting under Serial Dictatorship.

Further evidence comes from the gradient of accuracy by marks in SD-DIRECT pre-

sented in Figure 1. Participants with very high marks (91-100) achieve high choice accuracy

(around 77%), as they need only ensure their top-ranked program is correctly placed first

in their submitted ranking. Those with very low marks (1-10) also maintain relatively high

accuracy (around 70%), likely because with most programs already taken by higher-priority

participants, they need only correctly identify their preferred option among the few that

will remain available. In contrast, participants with intermediate marks (31-70) exhibit the

lowest accuracy (around 44-50%), suggesting these participants face the most strategic con-

fusion—they may overthink their rankings, attempting to game the system when they should

simply report truthfully.24

These findings support Hypothesis 2. Mixed-effects regressions in Table 3 corroborate

24This pattern aligns with Hassidim et al. (2021), who show that applicants with poor grades are more
likely to submit dominated rank-order lists than those with better grades.
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Figure 1: The Role of Marks
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the raw differences: the SD-DIRECT indicator is associated with significantly lower choice

accuracy and higher Kendall distance relative to ACCURACY (all p < 0.01).

Result 2 (Incentive misperception under direct serial dictatorship). Within each domain

(LEX, SEP, COMP), choice accuracy is significantly higher and Kendall distance signifi-

cantly lower in ACCURACY than in SD-DIRECT.

3.3 Reporting interfaces and accuracy

We next compare the three direct reporting interfaces: SD-DIRECT (a full ranking over 27

programs), SD-WEIGHT (separate rankings over the three attributes plus attribute weights),

and SD-LEX (separate attribute rankings aggregated lexicographically). Behavioral Hypoth-

esis 3 predicts that simpler formats should reduce misreporting provided they do not impose

distortions.
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In the LEX domain, SD-LEX and SD-DIRECT are fully expressive (SD-WEIGHT can

approximate lexicography when weights are sufficiently separated). In the data (Table 2,

LEX columns), SD-LEX attains the highest choice accuracy and the lowest Kendall distance

among the three, but its advantage over SD-DIRECT is not statistically significant (p >

0.10); by contrast, SD-WEIGHT performs significantly worse than SD-LEX (p < 0.01) and

worse than SD-DIRECT (p < 0.05). Hence we do not find a clear accuracy gain from

simplified reporting even when the interface matches the preference domain.

When preferences require trade-offs (SEP) or include complementarities (COMP), SD-

DIRECT yields the highest choice accuracy and the lowest Kendall distance; the advantage

is significant relative to SD-LEX in SEP and significant relative to both SD-LEX and SD-

WEIGHT in COMP (p < 0.01). As complexity rises, SD-WEIGHT delivers higher choice

accuracy than SD-LEX (p < 0.01), consistent with weights partially offsetting lexicographic

misspecification, although this ordering is not mirrored by Kendall distance.

Aggregating across domains, neither SD-LEX nor SD-WEIGHT improves accuracy rela-

tive to SD-DIRECT; SD-DIRECT achieves the highest overall choice accuracy and the lowest

Kendall distance. This results goes against the practice of simplifying reporting thorough

this interfaces (SD-LEX used in China) as they fail do outperform unconstrained list report-

ing even in the respective preferences domain. Since designers typically do not know the

true preference domain and some participants likely have complex preferences, SD-DIRECT

appears the best reporting interface for the direct mechanisms.

Result 3 (Reporting interfaces). Relative to SD-DIRECT, neither SD-WEIGHT nor SD-

LEX significantly increases accuracy—even in LEX. Aggregating across preferences domains,

SD-DIRECT yields the highest choice accuracy and the lowest Kendall distance, with signif-

icant differences relative to SD-LEX and SD-WEIGHT.
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3.4 Sources of benefits of SD-CHOICE

Tables 2 and 3 show that SD-CHOICE delivers substantially higher choice accuracy than

SD-DIRECT (84.26% vs. 55.76%), a 28.5 percentage point gain (p < 0.01). This replicates Li

(2017); Bó and Hakimov (2024) and is consistent with incentive strength: SD-CHOICE is ob-

viously strategy-proof and “1-step simple” (Pycia and Troyan, 2023), whereas SD-DIRECT

is not. However, SD-CHOICE also simplifies the reporting interface: participants make a

single pick from the current menu rather than constructing a full ranking over 27 items.

Hence the improvement over SD-DIRECT can arise from two channels—stronger incentives

and lower reporting complexity. Our design permits a bound on the incentive channel by

comparing SD-CHOICE to ACCURACY, which retains the same induced preferences but

removes strategic incentives and asks for a full ranking. If SD-CHOICE outperforms ACCU-

RACY, the difference cannot be due to incentives alone and points to an interface advantage.

Indeed, SD-CHOICE exceeds ACCURACY overall (84.26% vs. 76.72%, p < 0.01).25 These

findings support Hypothesis 4: SD-CHOICE improves accuracy relative to SD-DIRECT,

and part of the improvement reflects the simpler, one-at-a-time reporting interface rather

than incentives alone.

Additional evidence on the benefits of the simplified interface comes from Figure 2. It

shows that choices in SD-CHOICE become more accurate with smaller menus. Importantly,

for very large menus (more than 25 options), the accuracy of the top choice in ACCU-

RACY is significantly higher than the accuracy of the chosen option in SD-CHOICE, indi-

cating that the better performance of SD-CHOICE over ACCURACY arises from smaller

menus—reemphasizing the interface channel rather than only stronger incentives.

Result 4 (Strategic vs. interface channels). SD-CHOICE significantly increases choice ac-

curacy relative to SD-DIRECT. Moreover, SD-CHOICE outperforms ACCURACY overall,

indicating that gains arise not only from obvious strategy-proofness but also from a simpler

25The gap is largest in SEP (p < 0.01), while differences in LEX and COMP are not statistically significant.
The latter depends on the simulated priority orders for ACCURACY.
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Figure 2: Choice Accuracy and Menu Size
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reporting interface.

3.5 Efficiency Loss and Justified Envy

Reporting failures affect not only individual payoffs but also the aggregate outcome. To

quantify these, we measure: (i) efficiency loss, the shortfall of realized welfare from the

welfare achievable under truthful reporting (computed at the market level), and (ii) justified

envy, the fraction of participants who end up preferring someone else’s allocated seat despite

having higher priority.

We now show that the treatment differences documented above for choice accuracy and

Kendall distance translate into economically meaningful differences in welfare and fairness.

Table 4 reports efficiency loss (shortfall from the welfare achievable under truthful reporting)

and the share of participants with justified envy (a higher-priority participant preferring
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Table 4: Summary Table: Efficiency Loss and Justified Envy

Treatments
Efficiency Loss (%) Justified Envy (%)

Overall LEX SEP COMP Overall LEX SEP COMP

ACCURACY 5.87 1.93 6.80 8.87 23.28 8.00 32.23 29.62

SD-DIRECT 8.79 3.98 9.32 13.07 43.88 35.34 50.15 46.14

SD-WEIGHT 8.64 4.19 8.53 13.18 50.15 42.44 53.24 54.78

SD-LEX 9.13 3.21 7.99 16.19 52.16 34.57 59.72 62.19

SD-CHOICE 1.85 0.32 1.10 4.14 15.64 8.18 14.20 24.54

Notes: Efficiency Loss is the average percentage of welfare loss relative to the optimal alloca-
tion at the market level, calculated by

E =
M −R

R
× 100,

where M is the ideal payoff achievable under truthful preferences, and R is the realized payoff.
Justified Envy reports the average proportion of participants exhibiting justified envy. A
participant exhibits justified envy if another participant with a lower priority is assigned a
seat that the envious participant prefers over her own assigned seat.

a lower-priority participant’s assignment). Across treatments and within each preference

domain, lower accuracy coincides with higher efficiency loss and more envy. Moving from

LEX to SEP to COMP, efficiency loss rises in every treatment (e.g., under SD-DIRECT:

3.98% → 9.32% → 13.07%; under ACCURACY: 1.93% → 6.80% → 8.87%), indicating that

misreporting in more complex domains is costlier.

Aggregating across domains, SD-CHOICE attains the lowest efficiency loss (1.85% over-

all; 4.14% in COMP) and the lowest justified envy (15.64% overall), while SD-LEX perform

worst on both metrics (overall justified envy above 50%). Mixed-effects regressions in Table 5

confirm these patterns: relative to ACCURACY, SD-DIRECT, SD-LEX, and SD-WEIGHT

significantly increase efficiency loss and justified envy (all p < 0.01), whereas SD-CHOICE

significantly reduces both (efficiency loss coefficient −0.038, p < 0.01; justified envy coef-

ficient −0.076, p < 0.01). Preference complexity independently worsens outcomes: SEP

and COMP enter positively and significantly in both specifications. Taken together, these

results show that reporting errors occur in consequential parts of the preference lists and

map directly into lower realized welfare and more violations of priority fairness; sequential
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Table 5: Efficiency Loss and Justified Envy Regressions

Efficiency Loss Justified Envy

(1) (2) (3) (4)

Treatment:

SD-DIRECT 0.031∗∗∗ 0.031∗∗∗ 0.203∗∗∗ 0.203∗∗∗

(0.009) (0.009) (0.023) (0.023)

SD-WEIGHT 0.030∗∗∗ 0.030∗∗∗ 0.267∗∗∗ 0.266∗∗∗

(0.007) (0.007) (0.013) (0.013)

SD-LEX 0.035∗∗∗ 0.035∗∗∗ 0.288∗∗∗ 0.288∗∗∗

(0.006) (0.006) (0.012) (0.012)

SD-CHOICE -0.038∗∗∗ -0.038∗∗∗ -0.076∗∗∗ -0.076∗∗∗

(0.005) (0.005) (0.014) (0.014)

Pref. Type:

SEP 0.041∗∗∗ 0.170∗∗∗

(0.004) (0.017)

COMP 0.083∗∗∗ 0.178∗∗∗

(0.008) (0.017)

Constant 0.057∗∗∗ 0.015∗∗∗

(0.005) (0.005)

Observations 360 360 9720 9720

Notes: Mixed effects regressions. Efficiency Loss represents the percentage of welfare loss
relative to the optimal allocation at the market level. Justified Envy is a dummy, which
equals to 1 if a participant exhibited justified envy, and 0 otherwise. Justified envy effects
expressed in marginal effects from logistic mixed effects regressions. The baseline preference
type is LEX. The baseline treatment is ACCURACY. For ACCURACY treatment, data
from only the first simulation is used (this does not affect the results). Standard errors in
parentheses cluster by matching group, * p < 0.1, ** p < 0.05, *** p < 0.01.
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choice mitigates both by improving reporting.

Result 5 (Efficiency and envy). Treatment differences in reporting accuracy translate into

meaningful welfare losses and priority violations. SD-CHOICE achieves significantly lower

efficiency loss and justified envy than the other mechanisms, consistent with its accuracy

advantage.

4 Conclusion

This paper studies how preference complexity and the reporting interface shape reporting

accuracy and, in turn, welfare and justified envy in multi-attribute matching. Three facts

emerge. First, complexity matters: LEX yields the highest accuracy; SEP and COMP sub-

stantially reduce accuracy with no robust difference between them. Second, strategic consid-

erations matter: holding the reporting task fixed, ACCURACY outperforms SD-DIRECT,

consistent with strategic misreporting under Serial Dictatorship. Third, the interface mat-

ters: attribute-based simplifications (SD-LEX, SD-WEIGHT) do not improve accuracy rel-

ative to a full ranking—even in LEX—while a sequential implementation (SD-CHOICE)

dominates on accuracy and, consequently, on efficiency and justified envy. A higher choice

accuracy than in ACCURACY and menu-size analysis indicates that part of SD-CHOICE’s

advantage arises from reducing the cognitive burden of full-list construction, not only from

stronger incentive properties.

Two design lessons follow. First, domain-assuming simplifications are risky. Interfaces

that force lexicographic or weighted-attribute aggregation can reduce input burden, but

they restrict expressiveness and, in our data, do not deliver better accuracy even when the

true domain is lexicographic. Because designers rarely know the distribution of preference

domains ex ante and at least some participants plausibly have complex preferences, favoring a

full list over constrained, domain-assuming inputs is safer among direct mechanisms. Second,

sequential implementations are powerful. SD-CHOICE combines obvious strategy-proofness
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with a cognitively light interface (one pick from a shrinking set), and the gains appear both

in accuracy and in downstream outcomes.

We view fully sequential (one-by-one) implementations as a normative benchmark but

recognize operational frictions at scale. Centralized platforms may face heavy communica-

tion, timing, and coordination costs if every participant must act in serial order. In practice,

dynamic implementations can approximate small menus without literal one-by-one moves.

Multi-offer or staged procedures progressively resolve uncertainty about high-priority candi-

dates’ choices, shrinking remaining menus for others. This de facto “menu pruning” is central

to recent deployments and proposals in higher education: dynamic or hybrid designs that

batch early offers and elicit updated preferences have been used in France (e.g., Hakimov

et al., 2023), Inner Mongolia (Gong and Liang, 2024), and Tunisia (Luflade, 2017), and re-

lated mechanisms show preference discovery benefits in university admissions (Grenet et al.,

2022). Our results provide microfoundations for these policies: smaller, more informative

menus reduce errors and improve both efficiency and priority fairness.

Finally, for direct mechanisms alternative reporting interfaces could be studied and de-

veloped. Our deviations from full lists, motivated by practices such as the lexicographic

format in China, did not yield behavioral benefits. However, this does not imply that other

simplified interfaces cannot be designed—especially with the development of AI tools (see,

e.g., Soumalias et al. (2025)). The cost of direct reporting remains substantial and is likely

even higher in real-world applications with far larger choice sets. We believe that developing

improved reporting interfaces is crucial and leave this for future research.
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A Appendix: Supplementary Analysis

Table 6: Pairwise Comparison of Treatment Effects on Choice Accuracy (Preference Type:
Overall)

Comparison Treatment

Base Treatment SD-WEIGHT SD-LEX SD-DIRECT SD-CHOICE ACCURACY

SD-WEIGHT — -0.080∗∗ 0.238∗∗∗ 1.684∗∗∗ 1.203∗∗∗

SD-LEX 0.080∗∗ — 0.318∗∗∗ 1.764∗∗∗ 1.284∗∗∗

SD-DIRECT -0.238∗∗∗ -0.318∗∗∗ — 1.446∗∗∗ 0.966∗∗∗

SD-CHOICE -1.684∗∗∗ -1.764∗∗∗ -1.446∗∗∗ — -0.481∗∗∗

ACCURACY -1.203∗∗∗ -1.284∗∗∗ -0.966∗∗∗ 0.481∗∗∗ —

Notes: Each cell reports the coefficient from a logistic regression where the row treatment is the
base group and the column treatment is the comparison group. The upper triangle of the table
is the inverse of the lower triangle (i.e., coefficient signs are flipped).

∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 7: Pairwise Comparison of Treatment Effects on Choice Accuracy (Preference Type:
LEX)

Comparison Treatment

Base Treatment SD-WEIGHT SD-LEX SD-DIRECT SD-CHOICE ACCURACY

SD-WEIGHT — 0.333∗∗∗ 0.266∗∗ 2.093∗∗∗ 2.315∗∗∗

SD-LEX -0.333∗∗∗ — -0.068 1.760∗∗∗ 1.981∗∗∗

SD-DIRECT -0.266∗∗ 0.068 — 1.827∗∗∗ 2.049∗∗∗

SD-CHOICE -2.093∗∗∗ -1.760∗∗∗ -1.827∗∗∗ — 0.221

ACCURACY -2.315∗∗∗ -1.981∗∗∗ -2.049∗∗∗ -0.221 —

Notes: Each cell reports the coefficient from a logistic regression where the row treatment is the
base group and the column treatment is the comparison group. The upper triangle of the table
is the inverse of the lower triangle (i.e., coefficient signs are flipped).

∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 8: Pairwise Comparison of Treatment Effects on Choice Accuracy (Preference Type:
SEP)

Comparison Treatment

Base Treatment SD-WEIGHT SD-LEX SD-DIRECT SD-CHOICE ACCURACY

SD-WEIGHT — -0.264∗∗∗ 0.111 1.916∗∗∗ 0.768∗∗∗

SD-LEX 0.264∗∗∗ — 0.375∗∗∗ 2.180∗∗∗ 1.032∗∗∗

SD-DIRECT -0.111 -0.375∗∗∗ — 1.805∗∗∗ 0.657∗∗∗

SD-CHOICE -1.916∗∗∗ -2.180∗∗∗ -1.805∗∗∗ — -1.148∗∗∗

ACCURACY -0.768∗∗∗ -1.032∗∗∗ -0.657∗∗∗ 1.148∗∗∗ —

Notes: Each cell reports the coefficient from a logistic regression where the row treatment is the
base group and the column treatment is the comparison group. The upper triangle of the table
is the inverse of the lower triangle (i.e., coefficient signs are flipped).

∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 9: Pairwise Comparison of Treatment Effects on Choice Accuracy (Preference Type:
COMP)

Comparison Treatment

Base Treatment SD-WEIGHT SD-LEX SD-DIRECT SD-CHOICE ACCURACY

SD-WEIGHT — -0.306∗∗∗ 0.347∗∗∗ 1.315∗∗∗ 1.124∗∗∗

SD-LEX 0.306∗∗∗ — 0.652∗∗∗ 1.621∗∗∗ 1.430∗∗∗

SD-DIRECT -0.347∗∗∗ -0.652∗∗∗ — 0.969∗∗∗ 0.778∗∗∗

SD-CHOICE -1.315∗∗∗ -1.621∗∗∗ -0.969∗∗∗ — -0.191

ACCURACY -1.124∗∗∗ -1.430∗∗∗ -0.778∗∗∗ 0.191 —

Notes: Each cell reports the coefficient from a logistic regression where the row treatment is the
base group and the column treatment is the comparison group. The upper triangle of the table
is the inverse of the lower triangle (i.e., coefficient signs are flipped).

∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Figure 3: Choice Accuracy (CI: 95%)
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Notes: X-axis reports rounds. Recall that the experiment design is such that each preference domain is
realized exactly once in every three rounds.
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Figure 4: Kendall Distance (CI: 95%)
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Figure 5: Efficiency Loss (CI: 95%)
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Figure 6: Justified Envy (CI: 95%)
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B Appendix: Indirect Message Spaces

B.1 Rank-order lists in College Admissions

23 out of 31 provinces in China implement the structured rank-order list system, in which

majors are effectively nested under colleges, as noted by Hu et al. (2025). These provinces

include: Shanghai, Beijing, Tianjin, Hainan, Jiangsu, Fujian, Hubei, Hunan, Guangdong,

Heilongjiang, Gansu, Jilin, Anhui, Jiangxi, Guangxi, Shanxi, Henan, Shaanxi, Ningxia,

Sichuan, Yunnan, Tibet, and Xinjiang. For illustrative purposes, we include screenshots

of the official college-major preference form from Fujian and Shanghai.
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Source: https://www.eeafj.cn/gkptgkgsgg/20250626/14073.html

Source: https://www.shmeea.edu.cn/page/08000/20230407/17353.html
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B.2 Reserve Officer Training Corps (ROTC) Mechanism

Sönmez (2013)’s model of cadet-branch matching problem consists of

1. a finite set of cadets I = {i1, i2, . . . , in},

2. a finite set of branches B = {b1, b2, . . . , bm},

3. a vector of branch capacities q = (qb)b∈B,

4. a set of “terms” T = {t1, . . . , tk},

5. a list of cadet preferences P = (Pi)i∈I over (B × T ) ∪ {∅}, and

6. a list of base priority rankings π = (πb)b∈B.

The ROTC mechanism is not direct. Instead, each cadet submits a ranking of branches

≻′
i, and he can sign a branch-of-choice contract for any of his top three choices under ≻′

i.
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Online Appendix C 

Complexity Beyond Incentives: 

The Critical Role of Reporting Language 

By Rustamdjan Hakimov and Manshu Khanna 

This online appendix contains the experiment instructions for three of the five treatments discussed 
in the article. The instructions for the remaining two treatments follow directly from them. All 
original instructions were in Chinese. Contact the authors for the full set of instructions. 
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[Treatment: SD-DIRECT] 

Welcome! This is an experiment in the economics of decision making. If you follow the instructions 
carefully, you may earn a considerable amount of money. These instructions are identical for every 
participant. Please turn off your electronic devices. Do not communicate with each other or ask 
questions aloud during the experiment. If you have questions at any point, raise your hand and we 
will come to you and answer them.  

Overview 

In this experiment, we simulate an environment where students are allocated to seats in university 
programs.  

• All of you will be making decisions as students.

• All participants in this experiment are divided into groups of 27. Your group stays the same
throughout the entire experiment. You will be competing with the other 26 students in your
group for seats in 27 university programs.

• The 27 university seats are all different, and each university seat is characterized by three
features: university, field of study and tuition. There are three universities, three fields of
study, and three levels of tuition. Each university offers one seat for each field of study
at each tuition level.  Thus, the three scenarios each for university, field and tuition make
up the 3! = 27 university seats available.

• The process of allocating the 27 students in the same group to each university seat is based
on their exam marks and submission decisions, which is detailed below.

• The experiment consists of twelve independent rounds. Each round represents a new
admission process. Your final payoff is determined by the allocation outcome of a randomly
selected round at the end of the experiment.

Exam Marks 

• All universities admit students based on their marks in an admission exam.

• For each round, the mark of each student is drawn independently and randomly from the set
{1, 2, 3, …, 100}. Each number is equally likely to be drawn, and higher numbers mean better
marks.

• The computer will avoid ties when drawing marks. That is, each of the 27 students in a group
will have a different mark.

• You will learn your own mark but not the marks of other students.
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Your Preferences over University Seats 

• You can obtain a higher payoff if you are assigned a seat at a university you prefer more.

• As shown in the table below, your payoff equals CNY160, CNY155, CNY150…CNY35,
CNY30 if you hold a university seat ranked 1st, 2nd, 3rd….26th, 27th in your preferences
respectively.

Your Allocation Outcome Your Payoff 

If you hold a 
university seat 

ranked: 

1st Preference 

Then you will get: 

CNY160 
2nd Preference CNY155 
3rd Preference CNY150 
4th Preference CNY145 
5th Preference CNY140 
6th Preference CNY135 
7th Preference CNY130 
8th Preference CNY125 
9th Preference CNY120 

10th Preference CNY115 
11th Preference CNY110 
12th Preference CNY105 
13th Preference CNY110 
14th Preference CNY95 
15th Preference CNY90 
16th Preference CNY85 
17th Preference CNY80 
18th Preference CNY75 
19th Preference CNY70 
20th Preference CNY65 
21th Preference CNY60 
22th Preference CNY55 
23th Preference CNY50 
24th Preference CNY45 
25th Preference CNY40 
26th Preference CNY35 
27th Preference CNY30 

• Your preferences over university seats are determined by three elements: university prestige,
field fit, and tuition. Your preference score for each university seat can be obtained based on
your personal preference score formula. For each round, you will learn a new personal
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preference score formula. The seat with the highest score is your 1st preference, the seat with 
the second highest score is your 2nd preference, and so on. 

• For instance, your preference score formula could look like that:

𝑆𝑐𝑜𝑟𝑒 = 25 ∗ 𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦	𝑝𝑟𝑒𝑠𝑡𝑖𝑔𝑒 + 40 ∗ 𝐹𝑖𝑒𝑙𝑑	𝑓𝑖𝑡 − 10 ∗ 𝑇𝑢𝑖𝑡𝑖𝑜𝑛 

• For each round, every student has a different formula that translates university prestige, field
fit and tuition into preference scores.

n Every student has the same university prestige and tuition.

n Students may have different field fits.

n Thus, students’ preference ranks over each university seats might be different.

• You will know university prestige, your field fit, and tuition for each university seat.

• You will have a calculator during each round to help you obtain your own preference scores
for each university seat.

Your Submission Decisions 

Before the allocation procedure, you will make a submission decision which is a ranking list. Other 
participants cannot observe your decision. 

University Listing 

• You will be asked to reveal your preferences over the university seats. You will be asked to
rank all 27 combinations of the university, field and the tuition by listing them as your 1st,
2nd, 3rd, 4th, 5th, …. 27th choices. You can rank all 27 options or stop at any point. 

• These submission rankings will be directly used in the allocation procedure.

Allocation Procedure 

In each round, an allocation procedure will be used to allocate students to university seats. The 
outcome of an allocation procedure depends on:  

1) the rankings of university seats submitted by you and the other 26 students in your group;
2) the admission exam marks of you and the other 26 students.

Specifically, the allocation procedure follows the steps below (all the steps take place without any 
interactions with the other students): 

Step 1.  The student with the highest mark in the exam is assigned a university seat at 

§ the 1st choice in her rankings submitted.

Step 2.  Consider the student with the second-highest mark. She is assigned a university seat at 

§ her 1st choice if her 1st choice is vacant;
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§ her 2nd choice if her 1st choice has been filled.

Step 3.  Consider the student with the third-highest mark. She is assigned a university seat at 

§ her 1st choice if her 1st choice is vacant;
§ her 2nd choice if her 1st choice has been filled, but 2nd choice is vacant;
§ her 3rd choice if her1st and 2nd choices have been filled.

… 

Step 4-27.  Consider the student with the next-highest mark. She is assigned a university seat at 
her best choice in her rankings submitted among the vacant options. If all choices from her 
rankings submitted are full, the student remains unassigned. 

To summarize, a student with a higher exam mark is considered earlier in this allocation procedure. 
In each step, the student being considered will be admitted to the university seat at her best choice 
that has not been occupied by other students with higher exam marks. Note that at any step, if all 
choices from the rankings submitted are full, the student remains unassigned, and the 
corresponding payoff is CNY0. 

For example, suppose your exam mark is 96, second only to the highest score of 99, which means 
you have the second priority for the implementation of your preference submission. The first 
university seat in your preference submission is [University A, Economics, No Tuition]. The second 
university seat is [University A, Finance, No Tuition]. In this case, if the student with 99 exam marks 
also ranks [University A, Economics, No Tuition] as the first university seat in her preference 
submission, then your final allocation outcome will be [University A, Finance, No Tuition]. If the 
student with 99 exam marks ranks another university seat as the first choice in her preference 
submission, then your final allocation outcome will be [University A, Economics, No Tuition]. 

Summary 
• The allocation procedure allocates 27 students to 27 university seats. You are one of the

students.

• At the beginning of every round, you learn the formula that translated university prestige,
field fit and tuition into the preference scores. The higher the score of the university seat the
higher is the ranking in your preferences, and thus the higher the payoff holding the seat can
bring to you.

• The rankings submitted by you and the other 26 students, together with your exam marks, will
determine the outcome of the allocation procedure.

Explanation for the screenshot 

Below is a screenshot of this experiment where you can learn your preferences for each university 
seat and submit your preferences to the allocation system. First you can learn the information about 
university prestige, your field fit and tuition from the box in the top left corner. Note that only the 
value of field fit may vary among the 27 students, the parameters of university prestige and tuition is 
the same for every student. Second, the top right corner shows your personal preference score formula, 
and you can use the calculator in the middle to obtain your preference scores for each university seat. 
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Finally, you can submit your preference-revealing decision in the box at the bottom which is a ranking 
list of 27 university seats. 
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[Treatment: SD-CHOICE] 

Welcome! This is an experiment in the economics of decision making. If you follow the instructions 
carefully, you may earn a considerable amount of money. These instructions are identical for every 
participant. Please turn off your electronic devices. Do not communicate with each other or ask 
questions aloud during the experiment. If you have questions at any point, raise your hand and we 
will come to you and answer them.  

Overview 

In this experiment, we simulate an environment where students are allocated seats in university 
programs.  

• All of you will be making decisions as students.

• The experiment consists of 12 independent admission processes. You will make one choice
for each admission process, resulting in 12 choices throughout the experiment. There will be
27 rounds in total. In each round, 12 students will make their choices, each corresponding to
a distinct admission process, while the remaining 15 students will wait until the choices are
made. In other words, if you are selected in a given round, you will make your choice in that
round for a particular admission process. If you are not selected, you will simply wait.

• There are 27 university seats for allocation in each admission process. The 27 university
seats are all different, and each university seat is characterized by three features:
university, field of study and tuition. There are three universities, three fields of study,
and three levels of tuition. Each university offers one seat for each field of study at each
tuition level.  Thus, the three scenarios each for university, field and tuition make up the
3! = 27 university seats available.

• After the final round (i.e., the 27th round), the computer will allocate university seats based
on students’ choices in each independent admission process.

• The process of allocating the 27 students to each university seat in each admission process is
based on their priority order and submitted choices.

• Your final payoff will be determined by the allocation outcome of a randomly selected
admission process at the end of the experiment.

• In each admission process, you will have 3 minutes to make your choice, and the remaining
time will be displayed on the decision screen. Please note that if you do not submit your
decision within 3 minutes, the university seat you selected on the decision page will be
automatically submitted. If you do not select any university seat, you will not be assigned to
any university seat.
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Priority Order 

• All universities admit students based on their priority order.

• The priority order will be represented by priority numbers. For example, if you are selected
to make your choice in the first round, your priority order will be represented by priority 1,
meaning you rank the first to make your choice in a specific admission process. If you are not
selected, you will simply wait. Similarly, if you are selected in the second round, you will
have priority 2, also making your choice in a specific admission process. This process
continues for all 27 rounds. If you are selected in the 27th round, you will have priority 27,
meaning you will make your choice in the final round.

• Each student will randomly receive a unique priority number in each admission process. You
will know your own priority numbers but not those of other students.

Your Preferences over University Seats 

• You can obtain a higher payoff if you are assigned a seat at a university you prefer more.

• As shown in the table below, your payoff equals CNY160, CNY155, CNY150…CNY35,
CNY30 if you hold a university seat ranked 1st, 2nd, 3rd….26th, 27th in your preferences
respectively.

Your Allocation Outcome Your Payoff 

If you hold a 
university seat 

ranked: 

1st Preference 

Then you will get: 

CNY160 
2nd Preference CNY155 
3rd Preference CNY150 
4th Preference CNY145 
5th Preference CNY140 
6th Preference CNY135 
7th Preference CNY130 
8th Preference CNY125 
9th Preference CNY120 

10th Preference CNY115 
11th Preference CNY110 
12th Preference CNY105 
13th Preference CNY110 
14th Preference CNY95 
15th Preference CNY90 
16th Preference CNY85 
17th Preference CNY80 
18th Preference CNY75 
19th Preference CNY70 
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20th Preference CNY65 
21th Preference CNY60 
22th Preference CNY55 
23th Preference CNY50 
24th Preference CNY45 
25th Preference CNY40 
26th Preference CNY35 
27th Preference CNY30 

• Your preferences over university seats in each admission process are determined by three
elements: university prestige, field fit, and tuition. Your preference score for each university
seat can be obtained based on your personal preference score formula. For each admission
process, you will learn a new personal preference score formula. The seat with the highest
score is your 1st preference, the seat with the second highest score is your 2nd preference, and
so on.

• For instance, your preference score formula could look like that:

𝑆𝑐𝑜𝑟𝑒 = 25 ∗ 𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦	𝑝𝑟𝑒𝑠𝑡𝑖𝑔𝑒 + 40 ∗ 𝐹𝑖𝑒𝑙𝑑	𝑓𝑖𝑡 − 10 ∗ 𝑇𝑢𝑖𝑡𝑖𝑜𝑛 

• For each admission process, every student has a different formula that translates university
prestige, field fit and tuition into preference scores.

n Every student has the same university prestige and tuition.

n Students may have different field fits.

n Thus, students’ preference ranks over each university seats might be different.

• You will know university prestige, your field fit, and tuition for each university seat during
each admission process.

• You will have a calculator during each admission process to help you obtain your own
preference scores for each university seat.

Your Submission Decisions 

• You will be asked to choose your most preferred university seat among the available
university seats in each admission process.

Allocation Procedure 

At the end of the experiment, a sequential allocation procedure will be used to allocate students to 
university seats in each admission process. The outcome of an allocation procedure for each 
admission process depends on: 

3) the choices submitted by you and the other 26 students.
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4) the sequence in which students make their decisions, referred to as the priority order.

Specifically, there are 27 university seats available. Students will choose university seats directly 
when it is their turn to choose. The allocation procedure follows the steps below (all the steps take 
place without any interactions with the other students): 

Step 1.  The student with priority 1 gets to choose in the 1st round: 

§ her most preferred university seat among all 27 seats.

Step 2.  The student with priority 2 gets to choose in the 2nd round: 

§ her most preferred university seat among the remaining 26 seats.

Step 3.  The student with priority 3 gets to choose in the 3rd round: 

§ her most preferred university seat among the remaining 25 seats.

… 

Step 4-26. Students with priority 4 through 26 gets to choose in the 4th to the 26th rounds: 

§ their most preferred university seat among the remaining available seats, which will
reduce from 24 down to 2 as the process progresses.

Step 27. The student with priority 27 is assigned in the 27th round: 

§ the last remaining university seat.

To summarize, students with higher priority are considered earlier in the procedure. In each step, the 
student being considered will be admitted to her chosen university seat.  

For example, suppose you are chosen to make a choice in a specific admission process in the first 
round, then your priority order will be priority 1, which means you have the first priority to choose 
your most preferred university seat among all 27 seats. The university seat you choose is [University 
A, Economics, No Tuition]. Then your final allocation outcome in this admission process will be 
[University A, Economics, No Tuition]. If you are chosen to make a choice in a specific admission 
process in the 26th round, then your priority order will be priority 26. The last two remaining seats 
are [University C, Economics, Full Tuition] and [University B, Finance, Full Tuition]. If you choose 
[University C, Economics, Full Tuition], then your final allocation outcome for that admission 
process will be [University C, Economics, Full Tuition]. 

Summary 
• The experiment consists of 12 independent admission processes, you will make one choice

for each admission process, resulting in 12 choices throughout the experiment.

• For each admission process, you will face a unique choice situation where you will learn the
formula that translates university prestige, field fit and tuition into preference scores. The
higher the score of the university seat, the higher is the ranking in your preferences, and thus
the higher the payoff holding the seat can bring to you.
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• The allocation procedure allocates 27 students, including you, to 27 university seats in each
admission process.

• The choices submitted by you and the other 26 students in each admission process will
determine the outcome of the allocation procedure at the end of the experiment.

Explanation for the screenshot 

Below is a screenshot of this experiment where you can learn your preferences for each university 
seat and submit your preferences to the allocation system. In each admission process, you will have 
at most 3 minutes to submit your choice, and the decision screen will display your remaining time. 
First you can learn the information about university prestige, your field fit and tuition from the box 
in the top left corner. Note that only the value of field fit may vary among the 27 students in each 
admission process, the parameters of university prestige and tuition is the same for every student. 
Second, the top right corner shows your personal preference score formula, and you can use the 
calculator in the middle to obtain your preference scores for each university seat. Third, you can see 
a list of university seats available for you to choose. Finally, you can submit your preference decision 
in the box at the bottom, where you choose your most preferred university seat from the available 
options. Afterward, you can click the submit button at the bottom right to complete your decision for 
this round. 



12 

[Treatment: ACCURACY] 

Welcome! This is an experiment in the economics of decision making. If you follow the instructions 
carefully, you may earn a considerable amount of money. These instructions are identical for every 
participant. Please turn off your electronic devices. Do not communicate with each other or ask 
questions aloud during the experiment. If you have questions at any point, raise your hand and we 
will come to you and answer them.  

Overview 

In this experiment, you are required to report your preferences over 27 university seats as accurately 
as possible. 

• All participants will be independently making decisions as students.

• The 27 university seats are all different, and each university seat is characterized by three
features: university, field of study and tuition. There are three universities, three fields of
study, and three levels of tuition. Each university offers one seat for each field of study
at each tuition level. Thus, the three scenarios each for university, field and tuition make
up the 3! = 27 university seats available.

• The experiment consists of twelve independent rounds. In each round, you will have a 8-
minute countdown to submit a ranking list including the 27 university seats.

• Your payoff will depend on how accurately your submitted ranking list matches your true
preference ranking list. Your true preference ranking list will be determined based on your
personal preference score formula (as explained in detail below).

• The accuracy will be assessed using the Kendall Score, which measures how closely your
submitted ranking list aligns with your true preference ranking list. After each round, you will
learn your Kendall Score, ranging from 0 to 1. A lower Kendall Score indicates a more
accurate match between your submitted ranking list and your true preference ranking list.

• At the end of the experiment, one of the 12 rounds will be randomly selected to determine
your payment. Your final payment will be calculated as the following formula: Final Payoff
= CNY 160 × (1 - Kendall Score), with a maximum possible payoff of 160 and a minimum
of 0.

Your Preferences over University Seats 

• You can obtain a higher payoff if you report your preferences over the 27 university seats
more accurately.

• Your preferences over university seats are determined by three elements: university prestige,
field fit, and tuition. Your preference score for each university seat can be obtained based on
your personal preference score formula. For each round, you will learn a new personal
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preference score formula. The seat with the highest score is your 1st preference, the seat with 
the second highest score is your 2nd preference, and so on. The ranking list generated 
according to your personal preference score formula will be considered your true preference 
ranking list. 

• For instance, your preference score formula could look like that:

𝑆𝑐𝑜𝑟𝑒 = 25 ∗ 𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦	𝑝𝑟𝑒𝑠𝑡𝑖𝑔𝑒 + 40 ∗ 𝐹𝑖𝑒𝑙𝑑	𝑓𝑖𝑡 − 10 ∗ 𝑇𝑢𝑖𝑡𝑖𝑜𝑛 

• For each round, each student has a different formula that translates university prestige, field
fit and tuition into preference scores.

n Each student has the same university prestige and tuition.

n Students may have different field fits.

n Thus, students’ preference ranks over each university seats might be different.

• During each round, you will know university prestige, your field fit, and tuition for each
university seat.

• During each round, you will have a calculator to help you obtain your own preference scores
for each university seat.

Your Submission Decisions 

In each round, you will submit a ranking list including the 27 university seats. Other participants 
cannot observe your decision. 

University Listing 

• You will be asked to reveal your preferences over the university seats by ranking all 27
combinations of the university, field and tuition, listing them as your 1st, 2nd, 3rd, 4th, 5th, ….
27th choices.

• These submitted ranking lists will be directly compared with your true preference ranking lists
to calculate your Kendall Score for each round. After each round, you will know your Kendall
Score, which reflects how closely your submitted ranking list matches your true preference
ranking list based on your preference scores.

• Your Kendall Score will range from 0 to 1, rounded to three decimal places. A lower score
indicates a closer match between your submitted and true preference ranking lists. For
instance, a score of 0 indicates a perfect match, while a score of 1 indicates that the two
ranking lists are exactly opposite.

• At the end of the experiment, one of the 12 rounds will be randomly selected to determine
your payment. Your final payment will be calculated as the following formula: Final Payoff
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= CNY 160 × (1 - Kendall Score), with a maximum possible payoff of 160 and a minimum 
of 0. 

For example, if the 3rd round is randomly selected for payment and your Kendall Score in 
that round is 0.70, your payoff will be CNY 160 × (1 - 0.70) = CNY 48. 

Summary 
• The experiment consists of 12 independent rounds. In each round, you will submit a ranking

list to show your preferences over 27 university seats. Your payoff will be determined by the
accuracy of your submitted ranking list compared to your true preference ranking list, based
on your personal preference score formula in each round.

• The accuracy will be measured using the Kendall Score, which shows how closely your
submitted ranking matches with your true ranking. A lower score indicates a closer match
between the two ranking lists.

• In each round, you will be provided with different preference score formulas that translated
university prestige, field fit and tuition into the preference scores. The higher the score of a
university seat, the higher it ranks in your true preference ranking list.

• After each round, you will learn your Kendall Score for that round, reflecting the accuracy of
your submitted ranking list. Your final payoff will be determined by the Kendall Score from
one randomly selected round at the end of the experiment.

Explanation for the screenshot 

Below is a screenshot of this experiment where you can learn your preferences for each university 
seat and submit your ranking list to the system. In each round, you will have at most 8 minutes to 
submit, and the decision screen will display your remaining time. First, you can view information 
about university prestige, your field fit and tuition in the box located in the top left corner. Note that 
only the value of field fit may vary in each round, while the parameters of university prestige and 
tuition remain the same for all students. Second, the top right corner shows your personal preference 
score formula. You can use the calculator in the middle to obtain your preference scores for each 
university seat. Finally, you can submit your ranking list in the box at the bottom. 
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[Treatment: SD-WEIGHT] 

The instructions for the SD-WEIGHT treatment mirror those of the SD-DIRECT treatment, except 
for the “Your Submission Decisions” section and the “Explanation for the Screenshot” section, 
which are as follows: 

Your Submission Decisions 

Before the allocation procedure, you will make a submission decision consisting of three ranking lists 
and three importance weights. Other participants cannot observe your decision. 

Preference submission of universities, fields, and tuition 

• First, you will be asked to create three ranking lists for university, field fit, and tuition
separately, to reveal your preferences over the three universities, three fields and three modes
of tuition.

• Additionally, you will be asked to assign a weight to each of the ranking lists. The weight
value should be a number between 1 and 100.

The computer will construct your ranking over 27 university seats based on your submitted ranking 
lists and importance weights of university, field fit, and tuition, calculating a point for each university 
seat. The formula used is: 

𝑃𝑜𝑖𝑛𝑡𝑠	 = 	 (𝑅𝑎𝑛𝑘	𝑜𝑓	𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦	 × 	𝑊𝑒𝑖𝑔ℎ𝑡	𝑜𝑓	𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦) 	
+ (𝑅𝑎𝑛𝑘	𝑜𝑓	𝐹𝑖𝑒𝑙𝑑	 × 	𝑊𝑒𝑖𝑔ℎ𝑡	𝑜𝑓	𝐹𝑖𝑒𝑙𝑑)
+ (𝑅𝑎𝑛𝑘	𝑜𝑓	𝑇𝑢𝑖𝑡𝑖𝑜𝑛	 × 	𝑊𝑒𝑖𝑔ℎ𝑡	𝑜𝑓	𝑇𝑢𝑖𝑡𝑖𝑜𝑛).

A lower point means a higher ranking for that university seat, i.e. the university seat with the lowest 
points will be the 1st choice in the ranking, while the university seat with the most points will be the 
last choice in the ranking. In cases where points are equal, the tie will be broken randomly. Therefore, 
for university, field and tuition, the higher the weight you assign to, the more the element influences 
the final submission ranking.  

For example, if University A, Economics, and No Tuition are respectively ranked the first in your 
university ranking list, and Finance ranked the second in your field fit list, with importance weights 
assigned as 50 for university, 20 for field fit, and 70 for tuition, then the points for University A, 
Economics, and No tuition would be 1 × 50 + 1 × 20 + 1 × 70 = 140 , while the points for 
University A, Finance, and No tuition would be 1 × 50 + 2 × 20 + 1 × 70 = 160. Remember, the 
higher the points, the lower the final submission ranking of the university seat. These submission 
rankings will be directly used in the allocation procedure. 

Explanation for the screenshot 

Below is a screenshot of this experiment where you can learn your preferences for each university 
seat and submit your preferences to the allocation system. First you can learn the information about 
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university prestige, your field fit and tuition from the box in the top left corner. Note that only the 
value of field fit may vary among the 27 students, the parameters of university prestige and tuition is 
the same for every student. Second, the top right corner shows your personal preference score formula, 
and you can use the calculator in the middle to obtain your preference scores for each university seat. 
Finally, you can submit your preference-revealing decision in the box at the bottom, consisting of 
three ranking lists and importance weights of university prestige, field fit and tuition respectively. 
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[Treatment: SD-LEX] 

The instructions for the SD-LEX treatment mirror those of the SD-DIRECT treatment, except for 
the “Your Submission Decisions” section and the “Explanation for the Screenshot” section, which 
are as follows: 

Your Submission Decisions 

Before the allocation procedure, you will make a submission decision consisting of three ranking lists. 
Other participants cannot observe your decision. 

Preference submission of universities, fields, and tuition 

• You will be asked to create three ranking lists for university, field fit, and tuition separately,
to reveal your preferences over the three universities, three fields and three modes of tuition.

The computer will construct your ranking over 27 university seats using this method: First, it 
considers your university ranking list. All seats at each university, regardless of field or tuition, are 
ranked collectively. Seats at the highest-ranked university are placed above those at the second-
ranked university, and so on. Second, within each university, the computer ranks seats based on your 
field ranking list. Seats in the most preferred fields are ranked higher than those in less preferred 
fields. Finally, within each field, seats are ranked based on your tuition ranking list, with preferences 
for tuition determining their orders. The formula used is: 

𝑃𝑜𝑖𝑛𝑡𝑠	 = 	 (𝑅𝑎𝑛𝑘	𝑜𝑓	𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦	 × 	100) 	+	(𝑅𝑎𝑛𝑘	𝑜𝑓	𝐹𝑖𝑒𝑙𝑑	 × 	10) 	
+ (𝑅𝑎𝑛𝑘	𝑜𝑓	𝑇𝑢𝑖𝑡𝑖𝑜𝑛	 × 	1).

A lower point means a higher ranking for that university seat, i.e. the university seat with the lowest 
points will be the 1st choice in the ranking, while the university seat with the most points will be the 
last choice in the ranking. For example, if University A, Economics, No Tuition are respectively 
ranked the first in your university ranking list, and Finance ranked the second in your field fit list, 
then the points for [University A, Economics, No tuition] would be 1 × 100 + 1 × 10 + 1 × 1 =
111, while the points for [University A, Finance, No tuition] would be 1 × 100 + 2 × 10 +
1 × 1 = 121. Remember, the higher the points, the lower the final submission ranking of the 
university seat. The resulting submission rankings of 27 university seats will be directly used in the 
allocation procedure. 

Explanation for the screenshot 

Below is a screenshot of this experiment where you can learn your preferences for each university 
seat and submit your preferences to the allocation system. First you can learn the information about 
university prestige, your field fit and tuition from the box in the top left corner. Note that only the 
value of field fit may vary among the 27 students, the parameters of university prestige and tuition is 
the same for every student. Second, the top right corner shows your personal preference score formula, 
and you can use the calculator in the middle to obtain your preference scores for each university seat. 
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Finally, you can submit your preference-revealing decision in the box at the bottom, consisting of 
three ranking lists of university prestige, field fit and tuition respectively. 
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